Optical tomography using the time-independent equation of radiative transfer — Part 1: forward model
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Abstract

The presented study consists of two parts. The overall goal is to introduce and experimentally test a novel optical tomographic imaging algorithm that is based on the equation of radiative transfer. Using the equation of radiative transfer rather than the diffusion equation permits the consideration of highly scattering media that contain void-like regions that have very low absorption and scattering coefficients. In part I we concentrate on the detailed description and evaluation of a numerical forward model that accurately describes photon propagation in such media. In part II we focus on the inclusion of this forward model into a model-based iterative image reconstruction (MOBIIR) scheme. Using the MOBIIR scheme one can determine the spatial distribution of optical properties inside highly scattering media from measurements acquired on the surface of the medium. The mathematical and numerical background for the reconstruction algorithm, especially the adjoint differentiation scheme for the gradient calculation, will be presented. The code is tested with experimental data from tissue-phantoms that contain water-filled, void-like regions.

The forward model to be described in part I is based on an upwind-difference discrete-ordinate formulation of the time-independent equation of radiative transfer. The upwind-difference representation has the advantage that it provides a convenient mathematical framework for calculating the derivative of the fluence with respect to the optical parameters using an adjoint differentiation technique, to be described in part II. The performance of the forward model is tested with experimental data obtained from homogeneous tissue-phantoms and from phantoms that contain void-like regions. We find good agreement
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between experimental measurements and theoretical predictions of the measurements. © 2002 Elsevier Science Ltd. All rights reserved.

Keywords: Equation of radiative transfer; Transport theory; Photon propagation; Scattering media; Discrete-ordinate method; Finite-difference method; Upwind-difference scheme

1. Introduction

Optical tomography (OT), also referred to as diffuse optical tomography (DOT), or photon migration tomography (PMT), has made considerable advances in recent years [1–3]. In this technique near-infrared light in the wavelength region of approximately $650 \text{ nm} < \lambda < 900 \text{ nm}$ is used to illuminate highly scattering media. Based on measurements of transmitted and/or reflected intensities on the surface of the medium, a reconstruction of the spatial distribution of the optical properties (e.g. absorption coefficient, $\mu_a$, and scattering coefficient, $\mu_s$) inside the medium is attempted. While similar problems can be found in many different scientific areas, ranging from oceanography and atmospheric science, to astronomy and neutron physics, the recent advances in OT have mainly been driven by applications in biomedical optics. This field is concerned with the use of visible and near-infrared light for diagnosis and treatment of biological tissues. Examples include optical monitoring of blood oxygenation [4,5], detection of cerebral hemorrhages [6,7], functional imaging of brain activity [8–10], and diagnosis of Alzheimer’s disease [11,12], rheumatoid arthritis [13,14], or cancer [15–17]. These applications rely on the fact that various disease processes and most physiological changes affect the optical properties of biological tissue. The optical properties of interest are the absorption coefficient $\mu_a$, the scattering coefficient $\mu_s$, and the anisotropy factor $g$, or a combination thereof. The differences in these optical properties between healthy and pathological tissues provide the contrast for this imaging technology.

Because near-infrared light is strongly scattered in tissue, standard backprojection techniques [18] as applied in X-ray tomography have been of limited success [19,20]. Therefore, most groups are currently employing so-called model-based iterative imaging reconstruction (MO-BIIR) techniques [21–45]. These techniques employ a forward model that provides predictions of the detector readings based on a guess of the distribution of optical properties inside the medium. The predicted detector readings are compared with experimental data using an appropriately defined objective function. The true distribution of optical properties is determined by iteratively updating the guess and performing new forward calculations with these updated optical properties until the predicted data agree with the detector readings. The final distribution of optical properties is displayed as an image.

It is clear that the quality of the reconstructed image depends strongly on the accuracy of the forward model. If the forward model does not accurately describe the propagation of photons inside the medium, the model-based reconstruction scheme will fail. At present, most algorithms rely on the validity of the diffusion approximation to the more generally applicable equation of radiative transfer [46–54]. While in many cases this is indeed a good approximation for describing light propagation in biological tissues, several researchers have theoretically and experimentally determined what the limits of this approximation are [55–57]. For example, it
was shown that the diffusion approximation fails when the medium contains regions in which the absorption coefficient is not much smaller than the scattering coefficient, or regions in which the scattering and absorption are very low, so-called void-like regions. Turbid media that contain void-like areas play an important role in several biomedical imaging applications. For example, the highly scattering brain tissue is enclosed in a layer of almost clear cerebrospinal fluid, which has very low scattering and absorption coefficients. How this layer affects light propagation has recently been the subject of many studies and discussions [57–62]. Another example is the almost clear synovial fluid in joints [13,14,63].

Some groups have attempted to overcome the disadvantages of diffusion-equation-based schemes. For example Arridge et al. presented a hybrid radiosity-diffusion approach for handling non-scattering regions with diffusing domains [64,65]. The method treats light propagation in highly scattering regions with the diffusion approximation and uses a ray-tracing method for the void areas. However, this approach does not address highly absorbing regions, and it requires a priori knowledge about the exact position of the void-like regions. Therefore, this approach appears to be of limited use for optical tomography, even though the results of the forward calculations are impressive [59,60].

In another study [66], Dorn recently reported on a so-called transport-backtransport method. He applied this non-linear inversion method to the two-dimensional time-dependent equation of radiative transfer, and used a finite-difference discrete-ordinates method to describe photon propagation in a heterogeneous medium with non-reentry boundary conditions. Using synthetic data, he showed in numerical studies that this approach is capable of reconstructing scattering and absorbing inhomogeneities inside turbid media. However, Dorn did not consider void-like regions in his work. Furthermore, the algorithm was not compared with experimental data. In this case the refractive index mismatch at the tissue–air boundary has to be considered, and the non-reentry boundary condition needs to be modified.

Our group reported in earlier studies on a radiative-transfer-based forward model, which is part of a MOBIIR scheme [41]. That algorithm employed an upwind-difference discrete-ordinates method applied to the two-dimensional time-dependent equation of radiative transfer. A Jacobi method was used to solve the associated matrix equation. Time-independent results were obtained by using a time-independent source term. Photon propagation was described in isotropically scattering media with non-reentry boundary conditions. Numerical results were presented that showed the reconstructed spatial distribution of the scattering coefficient.

In this work we extend our previous code to include anisotropically scattering media. Furthermore, a boundary condition that is capable of describing the refractive index mismatch at the tissue–air boundary is included. In this way, it is for the first time possible to test the algorithm with experimental data from well-characterized tissue phantoms, something that has not been done previously. Furthermore, the discretized time-independent equation of radiative transfer is solved with a successive over-relaxation (SOR) method. This considerably accelerates the rate of convergence of the algorithm, while still providing a structure amenable to adjoint differentiation (AD) techniques. AD techniques are a crucial component of the iterative image reconstruction scheme, which will be presented in part II of this study.

In part I, we describe in detail the implementation of the modified forward code, focusing on the improvements that have been made with respect to the earlier algorithm [41]. To test our forward model, we compare numerical calculations to measured data. Detailed descriptions
of the tissue phantoms and of the experimental set-up are presented. In addition to detailed studies on homogeneous media, which show the dependence of the predicted data on variations of optical properties, we pay special attention to media that contain void-like inclusions. A discussion of the results and a summary of the main findings conclude part I.

2. Numerical methods

Photon transport in scattering media can be described by the time-independent equation of radiative transfer [67–69], given by

\[ \omega \nabla \Psi(r, \omega) + (\mu_a + \mu_s) \Psi(r, \omega) = S(r, \omega) + \mu_s \int_0^{2\pi} p(\omega, \omega') \Psi(r, \omega') d\omega'. \]  

(1)

The fundamental quantity in radiative transport theory is the radiance \( \Psi(r, \omega) \) at the spatial position \( r \), which is directed into a solid unite angle \( \omega \), with units of W cm\(^{-2}\) sr\(^{-1}\). The integral of the radiance over all angles \( \omega \) at one point \( r \) yields the fluence \( \Phi(r) \):

\[ \Phi(r) = \int_0^{2\pi} \Psi(r, \omega) d\omega. \]  

(2)

Other quantities that are included in the transport equation are the scattering coefficient \( \mu_s \) and the absorption coefficient \( \mu_a \), both given in units of cm\(^{-1}\), and the scattering phase function \( p(\omega, \omega') \). In this work we employ the commonly used Henyey–Greenstein scattering function [70],

\[ p(\cos \theta) = \frac{1 - g^2}{2(1 + g^2 - 2g \cos \theta)^{3/2}}. \]  

(3)

where \( \theta \) is the angle between the two directions \( \omega \) and \( \omega' \). The parameter \( g \) is called the anisotropy factor and is used to characterize the angular distribution of scattering.

Various computational techniques exist that numerically solve the equation of radiative transfer [71]. Techniques commonly applied include the singular eigenfunction method, the method of spherical harmonics, the method of characteristics, the finite-element method, and the finite-difference discrete-ordinate method. A concise review of these techniques has been presented by Sanchez and McCormick [72]. The discrete-ordinates method is widely used with several different finite-difference approximations [73,74] such as the diamond-difference scheme, the weighted diamond-difference scheme, or the centered-difference scheme [75–80]. In this paper we employ the upwind-difference scheme in connection with the discrete-ordinates method to the equation of radiative transfer [81]. This is a computationally efficient method for the calculation of the radiance and has the advantage that it easily supplies the required mathematical structure for the adjoint differentiation calculation. This adjoint calculation is a central part of the solution of the inverse problem, which is the focus of part II of this study.

To solve the equation of radiative transfer using an upwind-difference discrete-ordinates method, the angular and spatial variables have to be discretized. First, the integral term in Eq. (1) is replaced by a quadrature formula that uses a finite set of \( K \) angular directions.
\( \omega_k \) with \( k = 1, \ldots, k \). This yields a set of \( K \) coupled ordinary differential equations for the angular-dependent radiance \( \Psi_k(\mathbf{r}) = \Psi(\mathbf{r}, \omega_k) \) in the directions \( \omega_k \). The coupling term is the internal source term \( \mu_s \sum_{k' = 1}^k a_{k'} \rho(\omega_{k'}, \omega_k) \Psi(\mathbf{r}, \omega_{k'}) \). The parameter \( a_{k'} \) is a weighting factor that depends on the chosen quadrature formula. In this work we employ the extended trapezoidal rule [82].

Additionally, the spatial variable \( \mathbf{r} \) needs to be discretized. The domain \( \Omega \) is defined by a rectangular spatial mesh with \( I \) grid points on the \( x \)-coordinate and \( J \) grid points on the \( y \)-coordinate. The distance between two adjacent grid points along the \( x \)-axis is \( \Delta x \) and along the \( y \)-axis is \( \Delta y \). The angular radiance at the grid point \((i, j)\) with position \( \mathbf{r} = (x_i, y_j) \) for a particular direction \( \omega_k \) is represented by \( \Psi_{k,i,j} = \Psi_k(x_i, y_j) \). The angular direction \( \omega_k \) can be expressed in cartesian coordinates with \( \xi_k = \mathbf{e}_x \cdot \omega_k = \cos(\omega_k) \) and \( \eta_k = \mathbf{e}_y \cdot \omega_k = \sin(\omega_k) \). Finally, the spatial derivatives have to be replaced with a finite-difference scheme. The upwind-difference formula depends on the direction \( \omega_k \) of the angular-dependent radiance \( \Psi_k \). Thus, the set of all angular directions \( \omega_k \) are subdivided into four quadrants and we get four different difference formulas for the radiance \( \Psi_{k,i,j} \), depending on the sign of \( \xi_k \) and \( \eta_k \):

I) \( \xi_k > 0, \eta_k > 0 \): \( \frac{\partial \Psi}{\partial x} \approx \delta_x \Psi_{k,i,j} = -\frac{\Psi_{i+1,j} - \Psi_{i,j}}{\Delta x}, \quad \frac{\partial \Psi}{\partial y} \approx \delta_y \Psi_{k,i,j} = -\frac{\Psi_{i,j+1} - \Psi_{i,j}}{\Delta y} \),

II) \( \xi_k < 0, \eta_k > 0 \): \( \frac{\partial \Psi}{\partial x} \approx \delta_x \Psi_{k,i,j} = \frac{\Psi_{i-1,j} - \Psi_{i,j}}{\Delta x}, \quad \frac{\partial \Psi}{\partial y} \approx \delta_y \Psi_{k,i,j} = \frac{\Psi_{i,j+1} - \Psi_{i,j}}{\Delta y} \),

III) \( \xi_k > 0, \eta_k < 0 \): \( \frac{\partial \Psi}{\partial x} \approx \delta_x \Psi_{k,i,j} = \frac{\Psi_{i+1,j} - \Psi_{i,j}}{\Delta x}, \quad \frac{\partial \Psi}{\partial y} \approx \delta_y \Psi_{k,i,j} = \frac{\Psi_{i,j-1} - \Psi_{i,j}}{\Delta y} \),

IV) \( \xi_k < 0, \eta_k < 0 \): \( \frac{\partial \Psi}{\partial x} \approx \delta_x \Psi_{k,i,j} = -\frac{\Psi_{i-1,j} - \Psi_{i,j}}{\Delta x}, \quad \frac{\partial \Psi}{\partial y} \approx \delta_y \Psi_{k,i,j} = -\frac{\Psi_{i,j-1} - \Psi_{i,j}}{\Delta y} \).

The time-independent radiative transfer equation, with the external and internal source terms on the right-hand side, can now be written as

\[
\xi_k \delta_x \Psi_{k,i,j} + \eta_k \delta_y \Psi_{k,i,j} + (\mu_a + \mu_s) \Psi_{k,i,j} = S_{k,i,j} + \mu_s \sum_{k' = 1}^k a_{k'} \rho_{k,k'} \Psi_{k',i,j}.
\]  

(4)

Recasting the left-hand side of the preceding equation as a single operator acting upon \( \Psi_{k,i,j} \), we get

\[
\{\xi_k \delta_x + \eta_k \delta_y + (\mu_a + \mu_s)\} \Psi_{k,i,j} = S_{k,i,j} + \mu_s \sum_{k' = 1}^k a_{k'} \rho_{k,k'} \Psi_{k',i,j}.
\]

(5)

For example, for a fixed \( k \) with \( \xi_k > 0, \eta_k > 0 \) this becomes

\[
\xi_k \frac{\Psi_{k,i,j} - \Psi_{k,i,j-1}}{\Delta x} + \eta_k \frac{\Psi_{k,i,j} - \Psi_{k,i,j-1}}{\Delta y} + (\mu_a + \mu_s) \Psi_{k,i,j} = S_{k,i,j} + \mu_s \sum_{k' = 1}^K a_{k'} \rho_{k,k'} \Psi_{k',i,j}.
\]

(6)
It is apparent that the system of equations (5) corresponding to all \( K \) directions can be written as a single matrix equation

\[
A \Psi = b
\]  

(7)

The resulting system of equations for the radiance \( \Psi_{k,i,j} \) for all grid points can be solved for each ordinate index \( k \) by a Gauss–Seidel method [83]. Accordingly, we split the matrix \( A \) into a diagonal part \( D \), an upper-triangular part \( U \), and a lower-triangular part \( L \), with \( A = L + D + U \). The original matrix equation (6) can now be written as

\[
(L + D + U) \Psi = b,
\]  

(8a)

\[
(D + L) \Psi = -U \Psi + b.
\]  

(8b)

In our case an upper matrix \( U \) does not exist. Thus, we get for example for the case \( \xi_k > 0, \eta_k > 0 \):

\[
\left\{ \frac{\xi_k}{\Delta x} + \frac{\eta_k}{\Delta y} + (\mu_a + \mu_s) \right\} \Psi_{k,i,j} - \frac{\xi_k}{\Delta x} \Psi_{k,i-1,j} - \frac{\eta_k}{\Delta y} \Psi_{k,i,j-1} = S_{k,i,j} + \mu_s \sum_{k'=1}^{k} a_{k'} p_{k,k'} \Psi_{k',i,j}.
\]

(9)

Now the iterative form with the iteration matrix \( (D + L) \) is expressed as

\[
(D + L) \Psi^{z+1} = -U \Psi^z + b,
\]  

(10)

and for the case \( \xi_k > 0, \eta_k > 0 \) we obtain

\[
\left\{ \frac{\xi_k}{\Delta x} + \frac{\eta_k}{\Delta y} + (\mu_a + \mu_s) \right\} \Psi_{k,i,j}^{z+1} - \frac{\xi_k}{\Delta x} \Psi_{k,i-1,j}^{z+1} - \frac{\eta_k}{\Delta y} \Psi_{k,i,j-1}^{z+1} = S_{k,i,j} + \mu_s \sum_{k'=1}^{k} a_{k'} p_{k,k'} \Psi_{k',i,j}^{z+1},
\]

(11)

\[
\Psi_{k,i,j}^{z+1} = \left\{ \frac{S_{k,i,j} + \mu_s \sum_{k'=1}^{k} a_{k'} p_{k,k'} \Psi_{k',i,j}^{z+1} + (\xi_k/\Delta x) \Psi_{k,i-1,j}^{z+1} + (\eta_k/\Delta y) \Psi_{k,i,j-1}^{z+1}}{\xi_k/\Delta x + \eta_k/\Delta y + (\mu_a + \mu_s)} \right\}.
\]  

(12)

All \( \Psi_{k,i-1,j}^{z+1} \) and \( \Psi_{k,i,j-1}^{z+1} \) are already calculated at the current iteration step because of the vector ordering. For all other ordinates \( \omega_k \) besides \( \xi_k > 0, \eta_k > 0 \), the radiance vector \( \Psi \) has to be re-ordered to get the same matrix structure with \( (D + L) \Psi = -U \Psi + b \). The iteration process is repeated until the error norm \( E = ||\Psi_{k,i,j}^{z+1} - \Psi_{k,i,j}^z|| \) at the grid point \( (i,j) \) is smaller than a defined \( \varepsilon \).

A significant improvement in convergence speed can be achieved by a slight modification to the Gauss–Seidel method. The SOR method uses a relaxation parameter \( \rho \) with \( 1 < \rho < 2 \) in order to correct the solution \( \Psi_{k,i,j}^{z+1} \) of the Gauss–Seidel iteration, now denoted as \( \tilde{\Psi}_{k,i,j}^{z+1} \). The updated value \( \Psi_{k,i,j}^{z+1} \) of the SOR is a linear combination of the Gauss–Seidel value \( \tilde{\Psi}_{k,i,j}^{z+1} \) and the previously computed value \( \Psi_{k,i,j}^{z+1} \) of the SOR using

\[
\Psi_{k,i,j}^{z+1} = (1 - \rho) \Psi_{k,i,j}^{z} + \rho \tilde{\Psi}_{k,i,j}^{z+1}.
\]  

(13)
The boundary conditions are treated between each successive iteration steps. Because of the refraction index mismatch at the air–tissue interface, the outgoing radiance is partly reflected on the boundary and only a fraction of that light escapes the medium. The internally reflected light contributes further to the photon propagation inside the medium, while the transmitted light enters the detectors. Using Fresnel’s formula, the transmissivity \( T \) and reflectivity \( R \) are calculated at the boundary grid points for each ordinate \( \omega_k \) and for the given refractive indices.

\[
R = \frac{\sin^2(\omega_{\text{trans}} - \omega_{\text{in}}) + \sin^2(\omega_{\text{trans}} + \omega_{\text{in}})}{2},
\]

\[
T = 1 - R.
\]

The angles \( \omega_{\text{trans}} \), which pertain to radiances escaping the object, are determined by Snell’s law \( (n_{\text{object}} \sin \omega_{\text{in}} = n_{\text{air}} \sin \omega_{\text{trans}}) \) given the angle \( \omega_{\text{in}} \) of the radiance, which hits the boundary inside the object. The angle \( \omega_{\text{ref}} = -\omega_{\text{in}} \) is just the angle of the reflected radiance on the boundary inside the object. The transmitted and the reflected radiance are calculated with

\[
\Psi_{\text{trans}}^z = T \Psi_{\text{in}}^z,
\]

\[
\Psi_{\text{ref}}^z = R \Psi_{\text{in}}^z.
\]

The fluence \( \Phi_{ij} \) on the boundary at the grid point \((i,j)\), which enters the detector, is calculated for a given detector aperture \( \text{AP} \) using the transmitted radiance

\[
\Phi(x_i,y_j) = \int_{\text{AP}} \Psi(x_i,y_j,\omega) \, d\omega \approx \sum_{k=k_1}^{k=k_2} a_k \Psi_{k,i,j} = \Phi_{i,j}.
\]

The weighting factors \( a_k \) are given by the extended trapezoidal rule [82], which provides the quadrature formula in this work.

3. Tissue phantoms and experimental setup

3.1. Tissue phantoms

The tissue phantoms were composed of clear epoxy resin into which silicon-dioxide (SiO\(_2\)) monospheres and ink were mixed. The scattering properties were adjusted by varying the concentration of the monospheres, while the absorption properties were controlled by the concentration of the ink. The \( g \)-factor could be varied by using spheres with different diameters. The optical properties of the phantoms were determined by two different methods. First, we employed an integrating sphere approach [84]. In this case, a thin slice of the phantom material was illuminated by a collimated laser beam, and the collimated, diffuse, and reflected light intensities were measured with an integrating sphere. Subsequently, a Monte-Carlo simulation was used to determine the absorption coefficient \( \mu_a \), scattering coefficient \( \mu_s \), and the anisotropy factor \( g \). Secondly, a time-resolved transillumination technique was used. In this case, we measured the time-dependent distribution of the photons that traveled through a 2 cm thick slab of the
Fig. 1. (a) Geometry and optical properties of the three phantoms used in this study. (b) Details of the experimental setup.

medium. The transmitted pulse was compared to an analytical solution given by the diffusion equation for a slab geometry [85]. Thus, the reduced scattering coefficient $\mu_s' = (1 - g)\mu_s$ and the absorption coefficient $\mu_a$ could be determined. Both methods gave similar results for $\mu_s'$ (within 4%), but showed larger differences for $\mu_a$.

A total of three tissue phantoms were made of two different materials (Fig. 1a). First, a $3 \times 3 \times 14$ cm$^3$ homogeneous Phantom I was generated, which has a reduced scattering coefficient of $\mu_s' = 11.6 \pm 0.3$ cm$^{-1}$. The absorption coefficient was determined to be $\mu_a = 0.35 \pm 0.1$ cm$^{-1}$, with the Monte-Carlo technique giving higher absorption values than the time-resolved slab technique. Using the diameter of the monospheres ($d = 0.51 \mu$m) and the Mie-theory for light scattering, an anisotropy factor $g = 0.805$ was calculated. This is in agreement with the measurement obtained by the double-integrating-spheres approach, which provided a value of $0.8 \pm 0.17$. The refractive index of the resin is $n = 1.56$ at a wavelength of at $\lambda = 678$ nm [86].

From the same material we fabricated a $4 \times 4 \times 14$ cm$^3$ Phantom II that contained a ring with an inner diameter of 2.8 cm and an outer diameter of 3.0 cm. The ring was oriented along the 14-cm-long $z$-axis of the phantom and was filled with water to mimic void-like regions in tissues.
Finally, we prepared *Phantom III*, which had dimensions of $3 \times 3 \times 14$ cm$^3$ and contained 3 cylindrical voids with a diameter of 0.5 cm. The optical properties of the background medium were determined to be $\mu_s' = 7.5 \pm 0.3$ cm$^{-1}$, $\mu_a = 0.62 \pm 0.12$, and $g = 0.85$. The cylindrical holes were filled with water.

3.2. Light source

The phantoms were continuously illuminated with near-infrared light from a laser diode at $\lambda = 678$ nm. (Laser 2000 GmbH (Germany), LAS-670-20). As the phantoms were three-dimensional but the calculations were two-dimensional, we had to provide a z-axis-independent fluence. This was achieved by illuminating the phantom with an extended line source along the z-axis (Fig. 1b). The line source was realized by a laser diode with a light-emission angle of 20° along the z-axis, while along the x-axis the beam was collimated. In this way, the source consisted of a 6.0-cm long line with a width of 0.1 cm on the surface of the phantom. The source power applied to an area of 0.01 cm$^2$ was 0.2 ± 0.01 mW. Measurements were taken with the line source positioned at different locations along the x-axis.

3.3. Light detection system

To measure the fluence $\Phi$ we used an avalanche photodiode APD (Hamamatsu, C5460-01). The detector was placed in the x–y plane of the phantom at the midpoint of the z-axis ($z = 7.0$ cm), and could be translated around the phantom along the x-axis and y-axis (Fig. 1a and b). The detection area at the boundary of the phantom was limited by a pinhole, which had a diameter of 0.1 cm. Two lenses projected the detection area onto the APD chip, whose diameter was 0.3 cm. An iris was placed in between the lenses, in order to adjust the aperture angle to $45 \pm 5.0^\circ$.

We used a lock-in technique to improve the signal-to-noise ratio. A frequency generator (Hewlett Packard, Waveform Generator 33120A) provided a sinusoidal modulation of the laser diode input with a frequency of 1014 Hz. The lock-in amplifier (Stanford Research Systems, Model SR 830) had a time constant of 3.0 s. An active bandwidth filter was connected between the detector output and lock-in amplifier input. The working point was set to 1014.0 Hz, with a bandwidth of 7.0 Hz. This efficiently suppressed the noise contributed by other frequencies, especially background light. At each detection spot the measuring time was approximately 10 s. During this time interval the measured fluence varied less than 0.2%. In general, signal levels were reproducible within 1.0% after removal and reinsertion of the sample into the measurement setup and realignment of both source and detector. The largest variations were observed for measurement points located close to the corners of the phantom.

4. Results

The calculated fluence was compared to the experimental data. We compared only relative fluence profiles on the boundary, not absolute fluences. This situation is typically encountered in clinical settings, because of the difficulty in calibrating the measurement system to an accurate
The absolute value of the source strength \[87\]. The exact absolute value is difficult to determine because of often unknown and changing losses in the delivery- and collection-fiber systems, and inaccurate knowledge of the coupling coefficients between the skin and source and detector fibers. Thus, the measurement data and simulated data were normalized by their mean value to provide relative fluence profiles.

4.1. Homogeneous phantom

First, we compared measured and predicted fluence profiles of the homogeneous Phantom I. The numerical calculations with the upwind-difference discrete-ordinates method were performed on a \(181 \times 181\) grid, with \(\Delta x = \Delta y = 0.0167 \text{ cm} \cdot 1/\mu_s\). Thirty-two discrete ordinates were used for each calculation. The aperture of the APD detector was 45.0° in the \(x-y\) plane, therefore, the flux at the boundary in the simulation was summed over 4 ordinates. For the SOR method we chose an over-relaxation parameter \(\rho = 1.1\). One forward calculation took approximately 700–1200 SOR iterations, which amounted to approximately 30 min of computation time on a Linux Workstation with a 450 MHz Pentium II processor.

The calculated fluence profile was compared to the measured data on the boundary of the phantom. The source was placed at three different positions along the edge of the phantom (A: 1.5 cm; B: 0.9 cm, and C: 0.3 cm) (Fig. 1a). For each source position measurements were taken along the side opposite of the source (\(x\)-axis) and the side adjacent to the source (\(y\)-axis) (see Figs. 1a and b). The separation between measurement points was 0.1 cm, resulting in 28 measurements on each side. Fig. 2 shows the experimental measurements and numerical calculations for the 3 different source positions. In Fig. 2a the results along the side opposite of the source are presented (\(x\)-axis), and Fig. 2b shows the results for the adjacent side (\(y\)-axis). The measurement error is not displayed because the error bars are smaller than the circles and diamonds in the figure.

To investigate how the predictions of the forward model depend on variations in optical properties, we studied the sensitivity of the numerical predictions to changes in the scattering coefficient, the absorption coefficient, and the anisotropy factor. In Fig. 3, numerical results are shown for the case of a fixed reduced scattering coefficient \(\mu'_s = (1 - g)\mu_s\), but varying \(\mu_s\) and \(g\)-factor. Fig. 4 displays results for different \(\mu_s\) while all other parameters (\(\mu_a\) and \(g\)) are kept constant. The absorption coefficient is varied in Fig. 5, and the anisotropy factor is varied in Fig. 6. In all figures the experimental results are given as open circles.

To evaluate the degree of agreement between numerical data, \(P\), and experimental data, \(M\), we calculated for each numerical set of data the average error given by

\[
R = \frac{100}{N} \sqrt{\frac{\sum_{i}^{N} (M_i - P_i)^2}{M_i^2}}.
\]  

(19)

The \(R\) value is calculated separately for the \(x\)-axis data and \(y\)-axis data. Therefore the sum in Eq. (19) is taken over all detector readings along one side for one source. Table 1 shows the \(R\) values for all data shown in Figs. 3–6, plus additional measurements for the off-center sources, which are not displayed in the figures. The average error between numerical and experimental
Fig. 2. Comparison of measured and calculated normalized fluence rates of the homogeneous phantom. Data were generated for three different source positions at different distances from the edge of the phantom (A: 1.5 cm, B: 0.9 cm, and C: 0.3 cm). For each source position, 28 detector points were measured along the x-axis (Fig. 2a) and along the y-axis (Fig. 2b).

Data varies from 0.4% to 63.4%. For comparison, the average differences between two measurements on the same phantom with the same source–detector configuration are typically less than 0.2% along the side opposite the source (x-axis), and less than 1% along the side adjacent to the source (y-axis).

4.2. Phantoms with void-like regions

The results of measurements and predictions for Phantom II, which contained a water-filled, void-like ring, are shown in Figs. 7a and b. The forward calculations were done on a 241 × 241 grid, with a grid point separation of $\Delta x = \Delta y = 0.0167$ cm and 32 ordinates. The measurements
Fig. 3. Comparison of measured and calculated normalized fluence rates of the homogeneous phantom along the $x$-axis (Fig. 3a) and along the $y$-axis (Fig. 3b). Calculations were performed for different scattering coefficients and anisotropy factors, keeping all other optical parameters constant. The source was located at position A (see Fig. 1a).

were taken along the $x$-axis (Fig. 7a) and $y$-axis (Fig. 7b) at 38 detector points, with a spacing of 0.1 cm. Measurements were performed with the sources located at three different positions along the edge of the phantom (A: 2.0 cm, B: 1.2 cm, and C: 0.4 cm).

Figs. 8a and b show the results of measurements and simulations for Phantom III, which contained three cylindrical void-like regions. The simulations were performed on a $181 \times 181$ grid, with $\Delta x = \Delta y = 0.0167$ cm. Thirty-two discrete ordinates were used for each calculation. Results are shown for 15 measurements and calculations along the $x$-axis (Fig. 8a) and the $y$-axis (Fig. 8b), respectively. The source was located in the middle of the side opposite from where the $x$-axis measurements were taken (Fig. 1a).
Fig. 4. Comparison of measured and calculated normalized fluence rates of the homogeneous phantom along the $x$-axis (Fig. 4a) and along the $y$-axis (Fig. 4b). Calculations were performed for different scattering coefficients keeping all other optical parameters constant. The source was located at position A (see Fig. 1a).

4.3. Discussion

Overall, we observed good agreement between measurements and calculations based on the assumed, independently verified, optical properties. For the homogeneous medium we found that the average error between the measured and calculated data for $\mu_a = 58.0 \text{ cm}^{-1}$, $g = 0.8$, and $\mu_s = 0.35 \text{ cm}^{-1}$ was between 0.82% and 1.83% for various source detector configurations (Fig. 2 and bold entries in Table 1). This error increases if other sets of optical properties are used as parameters for the forward code.

Several key observations can be made when evaluating the sensitivity of the predicted data for the homogeneous phantom to changes in the optical properties. For example, we found that the data along the $y$-axis is more sensitive to changes in optical properties than data along the $x$-axis. As can be seen in Table 1, the error between calculated and measured data is consistently higher for data sets taken on the side of the phantom as compared to data sets...
Fig. 5. Comparison of measured and calculated normalized fluence rates of the homogeneous phantom along the x-axis (Fig. 5a) and along the y-axis (Fig. 5b). Calculations were performed for different absorption coefficients, keeping all other optical parameters constant.

...taken on the backside of the phantom. This suggests that for the successful reconstruction of optical properties it is advantageous to employ not only transmitted intensities measured on the backside of a target medium, but to include measurements on the sides of the object.

The importance of exact knowledge of both $\mu_s$ and $g$ to characterize homogeneous media is illustrated in Fig. 3. In this graph, $\mu'_s = (1 - g)\mu_s$ is fixed and different combinations of $\mu_s$ and $g$ are used in the calculations of the intensity distribution along the x-axis and y-axis. It can be seen that only one combination ($\mu_s = 58$ cm$^{-1}$ and $g = 0.8$) fits the data well. In algorithms that employ the diffusion approximation to the radiative transfer equation only the parameter $\mu'_s$ appears as independent variable. However, in Fig. 3 all combination of $\mu_s$ and $g$ yield the same $\mu'_s$, yet the results are not the same.
Figs. 2–6 and Table 1 can be used to estimate the sensitivity of the forward calculation to variations in the scattering coefficient, absorption coefficient, and $g$. For example, comparing Figs. 3–6 we notice that a change of $g$ from 0.7 to 0.9, which is approximately ±12% about the optimal value of $g = 0.8$, results in a similar variability of the predicted data, as do changes of more than ±50% around the optimal value of either $\mu_a$ or $\mu_s$. To quantify this observation, we plotted the average errors in Table 1 as a function of changes in the optical properties from the optimal values of $\mu_a = 0.35 \text{ cm}^{-1}$, $\mu_s = 58 \text{ cm}^{-1}$, and $g = 0.8$. Fig. 9 shows a representative result for the case where we take the average error for the measurements along the $y$-axis with the source in the center of the adjacent side (source A, in Table 1). We see that small variations in $g$ lead to large increases in the error between measured and calculated data. For example a 5% deviation from the optimal value of $g = 0.8$ results in an average error increase between
Table 1

Average error $R$ (Eq. (20)) between the measured and calculated normalized fluences along the $x$-axis and $y$-axis of the homogeneous phantom I for different optical parameters. The error $R$ is calculated for three source positions A, B, and C at different distances from the edge of the phantom (A: 1.5 cm, B: 0.9 cm, and C: 0.3 cm).

<table>
<thead>
<tr>
<th></th>
<th>Source A</th>
<th>Source B</th>
<th>Source C</th>
<th></th>
<th>Source A</th>
<th>Source B</th>
<th>Source C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu'_s = 11.6 \text{ cm}^{-1}$ and $\mu_a = 0.35 \text{ cm}^{-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_s = 11.6 \text{ cm}^{-1}$</td>
<td>$g = 0.0$</td>
<td>$g = 0.5$</td>
<td>$g = 0.7$</td>
<td></td>
<td>$g = 0.8$</td>
<td>$g = 0.9$</td>
<td></td>
</tr>
<tr>
<td>$\mu_a = 0.35 \text{ cm}^{-1}$ and $g = 0.8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu'_s = 5.8 \text{ cm}^{-1}$</td>
<td>$0.51$</td>
<td>$1.43$</td>
<td>$1.24$</td>
<td>$5.93$</td>
<td>$9.52$</td>
<td>$21.95$</td>
<td></td>
</tr>
<tr>
<td>$\mu'_s = 8.7 \text{ cm}^{-1}$</td>
<td>$0.47$</td>
<td>$1.2$</td>
<td>$0.85$</td>
<td>$2.79$</td>
<td>$3.67$</td>
<td>$7.11$</td>
<td></td>
</tr>
<tr>
<td>$\mu'_s = 11.6 \text{ cm}^{-1}$</td>
<td>$0.82$</td>
<td>$1.15$</td>
<td>$0.9$</td>
<td>$1.83$</td>
<td>$1.17$</td>
<td>$1.42$</td>
<td></td>
</tr>
<tr>
<td>$\mu'_s = 17.4 \text{ cm}^{-1}$</td>
<td>$1.51$</td>
<td>$1.6$</td>
<td>$1.89$</td>
<td>$3.68$</td>
<td>$4.58$</td>
<td>$6.75$</td>
<td></td>
</tr>
<tr>
<td>$\mu'_s = 23.2 \text{ cm}^{-1}$</td>
<td>$2.03$</td>
<td>$2.2$</td>
<td>$2.9$</td>
<td>$5.44$</td>
<td>$6.97$</td>
<td>$9.75$</td>
<td></td>
</tr>
<tr>
<td>$\mu_a = 0.1 \text{ cm}^{-1}$ and $\mu_a = 0.35 \text{ cm}^{-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_a = 0.2 \text{ cm}^{-1}$</td>
<td>$0.62$</td>
<td>$2.11$</td>
<td>$2.58$</td>
<td>$4.9$</td>
<td>$6.58$</td>
<td>$10.10$</td>
<td></td>
</tr>
<tr>
<td>$\mu_a = 0.35 \text{ cm}^{-1}$</td>
<td>$0.82$</td>
<td>$1.15$</td>
<td>$0.9$</td>
<td>$1.83$</td>
<td>$1.17$</td>
<td>$1.42$</td>
<td></td>
</tr>
<tr>
<td>$\mu_a = 0.5 \text{ cm}^{-1}$</td>
<td>$1.08$</td>
<td>$1.15$</td>
<td>$2.01$</td>
<td>$3.59$</td>
<td>$4.31$</td>
<td>$5.6$</td>
<td></td>
</tr>
<tr>
<td>$\mu_a = 0.7 \text{ cm}^{-1}$</td>
<td>$1.47$</td>
<td>$2.1$</td>
<td>$3.97$</td>
<td>$6.23$</td>
<td>$7.57$</td>
<td>$9.38$</td>
<td></td>
</tr>
<tr>
<td>$\mu_a = 0.8 \text{ cm}^{-1}$</td>
<td>$2.22$</td>
<td>$2.4$</td>
<td>$3.05$</td>
<td>$5.53$</td>
<td>$7.12$</td>
<td>$10.09$</td>
<td></td>
</tr>
<tr>
<td>$\mu_a = 0.9 \text{ cm}^{-1}$</td>
<td>$2.22$</td>
<td>$2.4$</td>
<td>$3.05$</td>
<td>$5.53$</td>
<td>$7.12$</td>
<td>$10.09$</td>
<td></td>
</tr>
</tbody>
</table>

measured and calculated data from 1.83% to 4%. The absorption and scattering coefficient have to deviate from their optimal values of $\mu_a = 0.35 \text{ cm}^{-1}$ and $\mu_s = 58 \text{ cm}^{-1}$ by about 40% to generate a similar increase in the average error $R$. Furthermore, note the qualitatively similar impact that variations of $\mu_a$ and $\mu_s$ have on the accuracy of the forward calculation.
Fig. 7. Comparison of measured and calculated normalized fluence rates of tissue phantom II, which contains a water-filled ring. Data were generated for three different source positions at different distances from the edge of the phantom (A: 2.0 cm, B: 1.2 cm, and C: 0.4 cm, see Fig. 1a). For each source position 38 detector points were measured along the x-axis (Fig. 7a) and along the y-axis (Fig. 7b).

We also find good agreement between measurements and predictions for the Phantoms II and III, which contained a void-like ring and three cylindrical water inclusions, respectively (Figs. 7 and 8). The average error $R$ (Eq. (19)) varied between 0.81% and 4.43% for all source–detector configurations. This experimentally confirms our previous numerical findings that, unlike diffusion-theory-based codes, algorithms based on the equation of radiative transfer can accurately describe light propagation in media that contain void-like regions.

While good overall agreement between measurement and simulated data was found, some differences remain. There appear to be two main reasons for this. First, the experimental determination of the optical properties of the phantom that was used to validate the algorithm is subject to errors. Different methods, such as single integrating sphere, double integrating sphere, time-resolved technique, time-independent methods, etc., all have advantages and disadvantages...
and often lead to different results, especially for $\mu_a$. For example, over the last 15 years several groups have measured the optical properties of Intralipid, which is a milk-like emulsion of fat particles [88–91]. Flock et al. summarizes these studies by giving the mean and standard deviation of all cited works combined. They find that the optical properties of 10% Intralipid at 633 nm are $\mu_a = (0.027 \pm 0.154) \text{ cm}^{-1}$, $\mu'_s = (144 \pm 9) \text{ cm}^{-1}$, and $g = (0.75 \pm 0.18)$ [91]. Therefore, in agreement with our observations, they find that $\mu_a$ values differ strongly from method to method, while $\mu'_s$ is determined rather consistently. Unfortunately no single technique has been accepted within the biomedical optical community as a standard for measuring optical properties. Currently, no National Institute of Standards in the world is providing optical phantoms with certified optical properties. Therefore, the validation of any algorithm remains somewhat uncertain, especially with respect to $\mu_a$. 

Fig. 8. Comparison of measured and calculated normalized fluence rates of tissue phantom III, which contained three water-filled, void-like cylinders. Shown are measurements along the $x$-axis (Fig. 8a) and along the $y$-axis (Fig. 8b), as indicated in the inset.
Second, the upwind-difference, discrete-ordinates scheme used in this work is, like any other finite-difference scheme, an approximation to the equation of radiative transfer. In our study the spatial derivative was discretized to first-order. Higher-order discretizations that yield more complex formulas may further improve the match between the experimental and measured data. A detailed analysis of how much higher-order approximations improve current results, remains a subject for further study.

5. Summary

Most of the currently employed image reconstruction schemes in optical tomography are model-based algorithms, in which numerically predicted data are compared to measured data. The predictions are obtained by forward models that describe light propagation in tissue. The most commonly employed model is based on the diffusion equation, which is an approximation to the more generally applicable equation of radiative transfer. Several groups have shown in the past that diffusion-equation based algorithms fail to describe photon propagation in void-containing media. These types of media play an important role, for example, in studies of light propagation in the human head and joints. The goal of this two-part study is to develop an image reconstruction algorithm based on the equation of radiative transfer.

In part I we presented an upwind-difference, discrete-ordinates algorithm that solves the time-independent equation of radiative transfer for media with an arbitrary distribution of optical properties. Because Fresnel boundary conditions and anisotropic scattering were explicitly considered, it was for the first time possible to test the performance of this algorithm against experimental data. Fluence measurements on homogeneous tissue-like phantoms were performed and showed good agreement with calculated detector readings. An analysis of the influence of the various optical properties on detector readings showed that without an accurate knowledge of $g$, the measured data could not be predicted accurately. Furthermore, fluence measurements
performed on the surface of tissue phantoms that contained void-like regions were performed, and these measurements also agreed well with the simulated data.

Acknowledgements

The authors would like to thank Dr. Uwe Sukowski, Physikalisch-Technische Bundesanstalt Berlin, Germany for the phantom preparation. Furthermore, we would like to thank Dr. Ntziaachristos and Dr. Chance, University of Pennsylvania, Philadelphia, for the determination of the optical properties with a time-resolved measurement system. We also would like to thank Avraham Bluestone and Dr. Harry Graber, State University of New York—Downstate Medical Center (SUNY DMC), for their helpful comments concerning this manuscript.

This work was supported in part by the National Institute of Arthritis and Musculoskeletal and Skin Diseases, a part of the National Institute of Health (grant #R01 AR 46255-01), the Whitaker Foundation (grant #98-0244), the City of New York Council Speaker’s Fund for Biomedical Research: Towards the Science of Patient Care, and the Dean’s Office of the College of Medicine at the State University of New York Downstate Medical Center (SUNY DMC).

References


